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Finding the best regression line

to be minimized

two linear equations for 𝛼∗ and 𝛽∗

(everything else known from sample)
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derivatives must be zero



Finding the best regression line
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Finding the best regression line
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Finding the best regression line
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That means that the point ҧ𝑥, ത𝑦 is located on the regression line.



The slope estimator 𝛽∗is a linear combination 
of the 𝑦𝑖

This term disappears:
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𝑐𝑖 is not a random 
variable because x is 
not random !



The intercept estimator 𝛼∗is a linear combination 
of the 𝑦𝑖

𝑑𝑖 is not a random 
variable!
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The slope estimator 𝛽∗ is unbiased

unbiased!
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The slope estimator 𝛽∗ is consistent

because the noise 
is independent!

using

𝑆𝑥𝑥 grows when 𝑛 → ∞
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Extractor functions for “lm”

https://www.zoology.ubc.ca/~schluter/R/fit-model
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Regression  ⇄ ANOVA

http://www.strath.ac.uk/aer/materials/4dataanalysisineducationalresearch/
unit6/anovaandregression/

o Regression is more flexible than ANOVA

o ANOVA can only have a limited number of categorical predictors

o Regression can include all types of variables (continuous, categorical)

o Regression: different error distributions possible

o binomial, Poisson, negative binomial ...

o ANOVA is a special case of the GLM. Both consider the observations to be the 
sum of a model (fit) and a residual (error) to be minimized.

see Regression_and_ANOVA.R
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Confounding Variables
- Simpsons Paradox -

https://de.wikipedia.org/wiki/Simpson-Paradoxon

treatment A is better

treatment B is better !
???

Just adding the numbers for ”Small Stones” and ”Large Stones” fooles 
you into thinking that treatment B is more succesful!  


