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Decoding: The Viterbi algorithm
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We have seen that a Hidden Markov Model consists of a state path
𝜋𝑖 which is not visible to the observer, and of visible symbols 𝑥𝑖

that have been emitted by the states with some probability 𝑒𝜋𝑖
𝑥𝑖 .

A typical task connected with Hidden Markov Models is to identify
the state path giving rise to the observed data. Uncovering the state
path in Hidden Markov Models is often called decoding.

A common and relatively simple method to fulfill that task is the
Viterbi algorithm. This algorithm attempts to find the most
probable path given the observed data:

𝜋∗ = 𝑎𝑟𝑔𝑚𝑎𝑥𝜋 𝑃 𝑥, 𝜋 = 𝑎𝑟𝑔𝑚𝑎𝑥𝜋 𝑃 𝜋 | 𝑥

The algorithm is relatively simple because 𝜋∗ can be calculated in a 
recursive manner, essentially reducing the computational load.



Decoding: finding hidden states from 
visible observations

o Observed sequence (”emissions”): 

o C  G  C  G    

o might have been generated by many state paths:

o C+ G+ C+ G+

o C- G- C- G-

o C+ G- C+ G-

o … and 13 more (we have 24 = 16 possible state paths which can 
lead to this observation)

o How to find the ”best” state path ?

o the best path 𝜋∗ is the path that maximizes 𝑃 𝑥, 𝜋 →

o 𝜋∗ = 𝑎𝑟𝑔𝑚𝑎𝑥𝜋 𝑃 𝑥, 𝜋

o practically not possible to calculate 𝑃 𝑥, 𝜋 for all possible paths…

o → Viterbi – algorithm  (”dynamic programming”)
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The following example is taken from the book: Durbin et al. (Ed): Biological Sequence 
Analysis, Cambridge University Press, 1998



Transition probabilities 
(see table part II)
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Some transition probabilities (based on the table presented in part II):

𝑝 = 0.95 (stay in ”+”) ; 𝑞 = 0.99 (stay in ”-”)

𝑎𝐶+𝐺+ = 0.274 ∙ 0.95 = 0.26

𝑎𝐺+𝐶+ = 0.339 ∙ 0.95 = 0.322

𝑎𝐶−𝐺− = 0.078 ∙ 0.99 = 0.0772

𝑎𝐺−𝐶− = 0.246 ∙ 0.99 = 0.2435

𝑎𝐶+𝐺− = Τ1 − 0.95 4 = 0.0125 small, switches from CpG island to non-island 

𝑎𝐺−𝐶+ = Τ1 − 0.99 4 = 0.0025 small, switches from non-island to CpG island

𝑎ℬ𝐶+ = 0.13 (just half the probability that a C occurs)

𝑎ℬ𝐶− = 0.13 (just half the probability that a C occurs)

Observed sequence (”emissions”):  C  G  C  G

Note: transitions from the begin state to state  𝜋𝑖 will be denoted 𝑎ℬ𝜋𝑖
or 𝑎0𝜋𝑖

. 



Probability of the chain for some state paths: 
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Observed sequence:  
C  G  C  G

𝑃 𝑋 = 𝐶, 𝐺, 𝐶, 𝐺 | 𝜋 = 𝐶+, 𝐺+, 𝐶+, 𝐺+ state path 1, completely in island

= 𝑎ℬ𝐶+ ∙ 𝑒𝐶+ 𝐶 ∙ 𝑎𝐶+𝐺+ ∙ 𝑒𝐺+ 𝐺 ∙ 𝑎𝐺+𝐶+ ∙ 𝑒𝐶+ 𝐶 ∙ 𝑎𝐶+𝐺+ ∙ 𝑒𝐺+ 𝐺 ∙ 𝑎𝐺+0

= 0.13 ∙ 1 ∙ 0.26 ∙ 1 ∙ 0.322 ∙ 1 ∙ 0.26 ∙ 1 ∙ 1 = 2.83 ∙ 10−3

𝑃 𝑋 = 𝐶, 𝐺, 𝐶, 𝐺 | 𝜋 = 𝐶−, 𝐺−, 𝐶−, 𝐺− state path 2, completely outside island

= 𝑎ℬ𝐶− ∙ 𝑒𝐶− 𝐶 ∙ 𝑎𝐶−𝐺− ∙ 𝑒𝐺− 𝐺 ∙ 𝑎𝐺−𝐶− ∙ 𝑒𝐶− 𝐶 ∙ 𝑎𝐶−𝐺− ∙ 𝑒𝐺− 𝐺 ∙ 𝑎𝐺−0

= 0.13 ∙ 1 ∙ 0.0772 ∙ 1 ∙ 0.2435 ∙ 1 ∙ 0.0772 ∙ 1 ∙ 1 = 1.89 ∙ 10−4

𝑃 𝑋 = 𝐶, 𝐺, 𝐶, 𝐺 | 𝜋 = 𝐶−, 𝐺−, 𝐶+, 𝐺+ state path 3, border non-island → island

= 𝑎ℬ𝐶− ∙ 𝑒𝐶− 𝐶 ∙ 𝑎𝐶−𝐺− ∙ 𝑒𝐺− 𝐺 ∙ 𝑎𝐺−𝐶+ ∙ 𝑒𝐶+ 𝐶 ∙ 𝑎𝐶+𝐺+ ∙ 𝑒𝐺+ 𝐺 ∙ 𝑎𝐺+0

= 0.13 ∙ 1 ∙ 0.0772 ∙ 1 ∙ 0.0025 ∙ 1 ∙ 0.26 ∙ 1 ∙ 1 = 6.52 ∙ 10−6

13 more state paths to consider to find the most probable one ! (?)



Viterbi algorithm 
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The task is to calculate the state path (𝜋∗) which yields the highest
probability for the chain, given the observed data:

𝜋∗ = 𝑎𝑟𝑔𝑚𝑎𝑥𝜋 𝑃 𝑥, 𝜋 = 𝑎𝑟𝑔𝑚𝑎𝑥𝜋 𝑃 𝜋 | 𝑥

A recursion to calculate 𝜋∗ can be found in the following way:

Let us assume that we have the state path leading to the highest probability
of the chain up to observation 𝑥𝑖−1 with the constraint that the path ends in
state 𝑘, i.e. we fix 𝜋𝑖−1 = 𝑘 . Let us call this probability 𝜈𝑘 𝑖 − 1 :

𝜈𝑘 𝑖 − 1 = 𝑚𝑎𝑥𝜋1,𝜋2,…,𝜋𝑖−2
𝑃 𝑥1, 𝑥2, … , 𝑥𝑖−1, 𝜋1, 𝜋2, … , 𝜋𝑖−2, 𝜋𝑖−1 = 𝑘

We calculate this probability for all states 𝑘, so that we have the most likely
path yielding 𝑥1, 𝑥2 … 𝑥𝑖−1 for all possible end states 𝜋𝑖−1. (That means that

index 𝑘 runs through all states, yielding 𝜈𝐴+ 𝑖 − 1 , 𝜈𝐶+ 𝑖 − 1 , 𝜈𝐺+ 𝑖 − 1 , etc.).

Now, we can obtain the most probable path to state 𝑙 at position 𝑖 by finding
the maximum of 𝜈𝑘 𝑖 − 1 ∙ 𝑎𝑘𝑙 w.r.t. index 𝑘. If we then multiply with the
emmision probability 𝑒𝑙 𝑥𝑖 , we have 𝜈𝑙 𝑖 , the most probable path up to 𝑥𝑖

ending in state 𝑙:
𝜈𝑙 𝑖 = 𝑒𝑙 𝑥𝑖 ∙ 𝑚𝑎𝑥𝑘 𝜈𝑘 𝑖 − 1 ∙ 𝑎𝑘𝑙
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𝜋 𝑥1 𝑥2 𝑥3 … … 𝑥𝑖−2 𝑥𝑖−1

𝜋1

𝜋𝑖−2

…

…

𝜋𝑘

…

𝜋𝑖−1 = 𝑘

The state 𝜋𝑖−1 behind obser-
vation 𝑥𝑖−1 is fixed (blue), the 
path leading to that point 
(red) is chosen to maximize 
the probability up to 𝑥𝑖−1.

We calculate the optimal path for all 
𝑘, i.e. for all cells in the last column.

Viterbi algorithm 

𝜈𝑘 𝑖 − 1 = 𝑚𝑎𝑥𝜋1,𝜋2,…,𝜋𝑖−2
𝑃 𝑥1, 𝑥2, … , 𝑥𝑖−1, 𝜋1, 𝜋2, … , 𝜋𝑖−2, 𝜋𝑖−1 = 𝑘

The most probable path up to 𝑥𝑖 ending in state 𝑙 is then by recursion:

𝜈𝑙 𝑖 = 𝑒𝑙 𝑥𝑖 ∙ 𝑚𝑎𝑥𝑘 𝜈𝑘 𝑖 − 1 ∙ 𝑎𝑘𝑙

which means that we succeeded to proceed one step in the recursive scheme.



Viterbi algorithm 
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𝜈𝑙 𝑖 = 𝑒𝑙 𝑥𝑖 ∙ 𝑚𝑎𝑥𝑘 𝜈𝑘 𝑖 − 1 ∙ 𝑎𝑘𝑙 𝑖 = 1, 2, … , 𝐿

Viterbi algorithm: the probabilities 𝜈𝑙 𝑖 can be calculated iteratively: 

By choosing the maximum of all 𝜈𝑙 𝐿 at the last position of the chain (𝑖 = 𝐿),
we have identified the most probable chain. It must be recorded for each 𝑖
which state switches to which one. This makes it then possible to backtrace
the most probable state path leading to this chain. The example below
demonstrates a complete recursion for a very short sequence, using the
transition- and emission probabilities defined in part 2.

The recursion is initialised by setting the begin state:

𝜈0 0 = 1 ; 𝜈𝑘 0 = 0 for 𝑘 ≠ 0

The following example is taken from the book: Durbin et al. (Ed): Biological Sequence 
Analysis, Cambridge University Press, 1998



𝑖 = 1 → 𝜈𝑙 1 = 𝑒𝑙 𝑥1 ∙ 𝑚𝑎𝑥𝑘 𝜈𝑘 0 ∙ 𝑎𝑘𝑙 = 𝑒𝑙 𝐶 ∙ 𝑚𝑎𝑥𝑘 𝜈𝑘 0 ∙ 𝑎𝑘𝑙

o the indices 𝑘 and 𝑙 run through all states:  𝐴+, 𝐶+, 𝐺+, 𝑇+, 𝐴−, 𝐶−, 𝐺−, 𝑇−

o the begin state ℬ must be included for 𝑖 = 1 :   𝜈ℬ 0 = 1, all other 𝜈𝑘 0 = 0

Recursion: 𝜈𝑙 𝑖 = 𝑒𝑙 𝑥𝑖 ∙ 𝑚𝑎𝑥𝑘 𝜈𝑘 𝑖 − 1 ∙ 𝑎𝑘𝑙

𝑥0 = ℬ (begin state) ; 𝑥1 = 𝐶 ; 𝑥2 = 𝐺 ; 𝑥3 = 𝐶 ; 𝑥4 = 𝐺

Observed sequence: C  G  C  G

𝑙 = 𝐴+ → 𝜈𝐴+ 1 = 𝑒𝐴+ 𝐶 ∙ 𝑚𝑎𝑥𝑘 𝜈𝑘 0 ∙ 𝑎𝑘𝐴+ = 0 ∙ 𝜈ℬ 0 ∙ 𝑎ℬ𝐶+ = 0
𝑙 = 𝐶+ → 𝜈𝐶+ 1 = 𝑒𝐶+ 𝐶 ∙ 𝑚𝑎𝑥𝑘 𝜈𝑘 0 ∙ 𝑎𝑘𝐶+ = 1 ∙ 𝜈ℬ 0 ∙ 𝑎ℬ𝐶+ = 1 ∙ 1 ∙ 0.13 = 0.13
𝑙 = 𝐺+ → 𝜈𝐺+ 1 = 𝑒𝐺+ 𝐶 ∙ 𝑚𝑎𝑥𝑘 𝜈𝑘 0 ∙ 𝑎𝑘𝐺+ = 0 ∙ 𝜈ℬ 0 ∙ 𝑎ℬ𝐶+ = 0
𝑙 = 𝑇+ → 𝜈𝑇+ 1 = 𝑒𝑇+ 𝐶 ∙ 𝑚𝑎𝑥𝑘 𝜈𝑘 0 ∙ 𝑎𝑘𝑇+ = 0 ∙ 𝜈ℬ 0 ∙ 𝑎ℬ𝐶+ = 0
𝑙 = 𝐴− → 𝜈𝐴− 1 = 𝑒𝐴− 𝐶 ∙ 𝑚𝑎𝑥𝑘 𝜈𝑘 0 ∙ 𝑎𝑘𝐴− = 0 ∙ 𝜈ℬ 0 ∙ 𝑎ℬ𝐶− = 0
𝑙 = 𝐶− → 𝜈𝐶− 1 = 𝑒𝐶− 𝐶 ∙ 𝑚𝑎𝑥𝑘 𝜈𝑘 0 ∙ 𝑎𝑘𝐶− = 1 ∙ 𝜈ℬ 0 ∙ 𝑎ℬ𝐶− = 1 ∙ 1 ∙ 0.13 = 0.13
𝑙 = 𝐺− → 𝜈𝐺− 1 = 𝑒𝐺− 𝐶 ∙ 𝑚𝑎𝑥𝑘 𝜈𝑘 0 ∙ 𝑎𝑘𝐺− = 0 ∙ 𝜈ℬ 0 ∙ 𝑎ℬ𝐶− = 0
𝑙 = 𝑇− → 𝜈𝑇− 1 = 𝑒𝑇− 𝐶 ∙ 𝑚𝑎𝑥𝑘 𝜈𝑘 0 ∙ 𝑎𝑘𝑇− = 0 ∙ 𝜈ℬ 0 ∙ 𝑎ℬ𝐶− = 0

𝑘 runs through all  symbols (𝐴+, 𝐶+, 𝐺+, …) to find the maximum of the product

Uwe Menzel, 2011

The begin state switches to 𝐶+ or 𝐶−, with equal probability. It is important to 
remember which transitions have been made going from 𝑖 − 1 to 𝑖.   



state 𝑙 start: 𝜈𝑙 0 𝜈𝒍(1)

ℬ 1 0

𝐴+ 0 0

𝐶+ 0 0.13

𝐺+ 0 0

𝑇+ 0 0

𝐴− 0 0

𝐶− 0 0.13

𝐺− 0 0

𝑇− 0 0

𝑥0 = ℬ (begin state) 
𝑥1 = 𝐶
𝑥2 = 𝐺
𝑥3 = 𝐶
𝑥4 = 𝐺

Observed sequence:  
C  G  C  G

Recursion: 𝜈𝑙 𝑖 = 𝑒𝑙 𝑥𝑖 ∙ 𝑚𝑎𝑥𝑘 𝜈𝑘 𝑖 − 1 ∙ 𝑎𝑘𝑙

𝑥0 = ℬ (begin state) ; 𝑥1 = 𝐶 ; 𝑥2 = 𝐺 ; 𝑥3 = 𝐶 ; 𝑥4 = 𝐺

Observed sequence: C  G  C  G

www.matstat.org

The obtained results can be arranged in a table: 

arrows indicate the transition 
leading to 𝜈𝑙 𝑖

It is important to remember what 
transition was made at each iteration.



Example from: Durbin et al. (ed.), Biological sequence analysis, Chapter 3

𝑖 = 2 → 𝜈𝑙 2 = 𝑒𝑙 𝑥2 ∙ 𝑚𝑎𝑥𝑘 𝜈𝑘 1 ∙ 𝑎𝑘𝑙 = 𝑒𝑙 𝐺 ∙ 𝑚𝑎𝑥𝑘 𝜈𝑘 1 ∙ 𝑎𝑘𝑙

o the indices 𝑘 and 𝑙 run through all states:  𝐴+, 𝐶+, 𝐺+, 𝑇+, 𝐴−, 𝐶−, 𝐺−, 𝑇−

o we had:  𝜈𝐶+ 1 = 0.13 and 𝜈𝐶− 1 = 0.13 ; all other 𝜈𝑙 1 = 0

Recursion: 𝜈𝑙 𝑖 = 𝑒𝑙 𝑥𝑖 ∙ 𝑚𝑎𝑥𝑘 𝜈𝑘 𝑖 − 1 ∙ 𝑎𝑘𝑙

𝑥0 = ℬ (begin state) ; 𝑥1 = 𝐶 ; 𝑥2 = 𝐺 ; 𝑥3 = 𝐶 ; 𝑥4 = 𝐺

Observed sequence: C  G  C  G

These results can be recorded in the next column of the table → 

𝑙 = 𝐴+ → 𝜈𝐴+ 2 = 𝑒𝐴+ 𝐺 ∙ 𝑚𝑎𝑥𝑘 𝜈𝑘 1 ∙ 𝑎𝑘𝐴+ = 0 ∙ 𝑚𝑎𝑥𝑘 … = 0
𝑙 = 𝐶+ → 𝜈𝐶+ 2 = 𝑒𝐶+ 𝐺 ∙ 𝑚𝑎𝑥𝑘 𝜈𝑘 1 ∙ 𝑎𝑘𝐶+ = 0 ∙ 𝑚𝑎𝑥𝑘 … = 0
𝑙 = 𝐺+ → 𝜈𝐺+ 2 = 𝑒𝐺+ 𝐺 ∙ 𝑚𝑎𝑥𝑘 𝜈𝑘 1 ∙ 𝑎𝑘𝐺+ = 1 ∙ 0.0338 = 0.0338 (see next page)

𝑙 = 𝑇+ → 𝜈𝑇+ 2 = 𝑒𝑇+ 𝐺 ∙ 𝑚𝑎𝑥𝑘 𝜈𝑘 1 ∙ 𝑎𝑘𝑇+ = 0 ∙ 𝑚𝑎𝑥𝑘 … = 0
𝑙 = 𝐴− → 𝜈𝐴− 2 = 𝑒𝐴− 𝐺 ∙ 𝑚𝑎𝑥𝑘 𝜈𝑘 1 ∙ 𝑎𝑘𝐴− = 0 ∙ 𝑚𝑎𝑥𝑘 … = 0
𝑙 = 𝐶− → 𝜈𝐶− 2 = 𝑒𝐶− 𝐺 ∙ 𝑚𝑎𝑥𝑘 𝜈𝑘 1 ∙ 𝑎𝑘𝐶− = 0 ∙ 𝑚𝑎𝑥𝑘 … = 0
𝑙 = 𝐺− → 𝜈𝐺− 2 = 𝑒𝐺− 𝐺 ∙ 𝑚𝑎𝑥𝑘 𝜈𝑘 1 ∙ 𝑎𝑘𝐺− = 1 ∙ 0.01 = 0.01 (see next page)

𝑙 = 𝑇− → 𝜈𝑇− 2 = 𝑒𝑇− 𝐺 ∙ 𝑚𝑎𝑥𝑘 𝜈𝑘 1 ∙ 𝑎𝑘𝑇− = 0 ∙ 𝑚𝑎𝑥𝑘 … = 0

𝑘 runs through all  symbols (𝐴+, 𝐶+, 𝐺+, …) to find the maximum of the product

Uwe Menzel, 2011



𝑘 = 𝐴+, 𝐶+, 𝐺+, 𝑇+, 𝐴−, 𝐶−, 𝐺−, 𝑇−

Auxiliary calculation: 𝑚𝑎𝑥𝑘 𝜈𝑘 1 ∙ 𝑎𝑘𝐺+

𝑘 𝜈𝑘 1 ∙ 𝑎𝑘𝐺+ 𝜈𝑘 1 ∙ 𝑎𝑘𝐺+

𝐴+ 0 ∙ 𝑎𝐴+𝐺+ 0

𝐶+ 0.13 ∙ 𝑎𝐶+𝐺+ 0.13 ∙ 0.26 = 0.0338

𝐺+ 0 ∙ 𝑎𝐺+𝐺+ 0

𝑇+ 0 ∙ 𝑎𝑇+𝐺+ 0

𝐴− 0 ∙ 𝑎𝐴−𝐺+ 0

𝐶− 0.13 ∙ 𝑎𝐶−𝐺+ 0.13 ∙ 0.0025 = 0.000325

𝐺− 0 ∙ 𝑎𝐺−𝐺+ 0

𝑇− 0 ∙ 𝑎𝑇−𝐺+ 0

we had:  𝜈𝐶+ 1 = 0.13 and 𝜈𝐶− 1 = 0.13 ; all other 𝜈𝑙 1 = 0

𝑚𝑎𝑥𝑘 𝜈𝑘 1 ∙ 𝑎𝑘𝐺+ = 0.0338,  by switching from 𝐶+ to 𝐺+

Uwe Menzel, 2011

maximum =
transition 𝐶+𝐺+



𝑘 = 𝐴+, 𝐶+, 𝐺+, 𝑇+, 𝐴−, 𝐶−, 𝐺−, 𝑇−

Auxiliary calculation: 𝑚𝑎𝑥𝑘 𝜈𝑘 1 ∙ 𝑎𝑘𝐺−

𝑘 𝜈𝑘 1 ∙ 𝑎𝑘𝐺− 𝜈𝑘 1 ∙ 𝑎𝑘𝐺−

𝐴+ 0 ∙ 𝑎𝐴+𝐺− 0

𝐶+ 0.13 ∙ 𝑎𝐶+𝐺− 0.13 ∙ 0.0125 = 0.001625

𝐺+ 0 ∙ 𝑎𝐺+𝐺− 0

𝑇+ 0 ∙ 𝑎𝑇+𝐺− 0

𝐴− 0 ∙ 𝑎𝐴−𝐺− 0

𝐶− 0.13 ∙ 𝑎𝐶−𝐺− 0.13 ∙ 0.077 = 0.01001

𝐺− 0 ∙ 𝑎𝐺−𝐺− 0

𝑇− 0 ∙ 𝑎𝑇−𝐺− 0

we had:  𝜈𝐶+ 1 = 0.13 and 𝜈𝐶− 1 = 0.13 ; all other 𝜈𝑙 1 = 0

𝑚𝑎𝑥𝑘 𝜈𝑘 1 ∙ 𝑎𝑘𝐺− = 0.01001, by switching from 𝐶− to 𝐺−

Uwe Menzel, 2011

maximum =
transition 𝐶−𝐺−



state 𝑙 start: 𝜈𝑙 0 𝜈𝒍(1) 𝜈𝒍(2)

ℬ 1 0

𝐴+ 0 0

𝐶+ 0 0.13

𝐺+ 0 0 0.0338

𝑇+ 0 0

𝐴− 0 0

𝐶− 0 0.13

𝐺− 0 0 0.01001

𝑇− 0 0

𝑥0 = ℬ (begin state) 
𝑥1 = 𝐶
𝑥2 = 𝐺
𝑥3 = 𝐶
𝑥4 = 𝐺

Observed sequence:  
C  G  C  G

Recursion: 𝜈𝑙 𝑖 = 𝑒𝑙 𝑥𝑖 ∙ 𝑚𝑎𝑥𝑘 𝜈𝑘 𝑖 − 1 ∙ 𝑎𝑘𝑙

𝑥0 = ℬ (begin state) ; 𝑥1 = 𝐶 ; 𝑥2 = 𝐺 ; 𝑥3 = 𝐶 ; 𝑥4 = 𝐺

Observed sequence: C  G  C  G

www.matstat.org

We calculated 𝜈𝐺+ 2 = 0.0338 and 𝜈𝐺− 2 = 0.01001 ; all other 𝜈𝑙 2 = 0

arrows indicate the transition 
leading to maximum 𝜈𝑙 𝑖



Example from: Durbin et al. (ed.), Biological sequence analysis, Chapter 3

𝑖 = 3 → 𝜈𝑙 3 = 𝑒𝑙 𝑥3 ∙ 𝑚𝑎𝑥𝑘 𝜈𝑘 2 ∙ 𝑎𝑘𝑙 = 𝑒𝑙 𝐶 ∙ 𝑚𝑎𝑥𝑘 𝜈𝑘 2 ∙ 𝑎𝑘𝑙

o the indices 𝑘 and 𝑙 run through all states:  𝐴+, 𝐶+, 𝐺+, 𝑇+, 𝐴−, 𝐶−, 𝐺−, 𝑇−

o we had 𝜈𝐺+ 2 = 0.0338 and 𝜈𝐺− 2 = 0.01001 ; all other 𝜈𝑙 2 = 0

Recursion: 𝜈𝑙 𝑖 = 𝑒𝑙 𝑥𝑖 ∙ 𝑚𝑎𝑥𝑘 𝜈𝑘 𝑖 − 1 ∙ 𝑎𝑘𝑙

𝑥0 = ℬ (begin state) ; 𝑥1 = 𝐶 ; 𝑥2 = 𝐺 ; 𝑥3 = 𝐶 ; 𝑥4 = 𝐺

Observed sequence: C  G  C  G

These results can be recorded in the next column of the table → 

𝑙 = 𝐴+ → 𝜈𝐴+ 3 = 𝑒𝐴+ 𝐶 ∙ 𝑚𝑎𝑥𝑘 𝜈𝑘 2 ∙ 𝑎𝑘𝐴+ = 0 ∙ 𝑚𝑎𝑥𝑘 … = 0
𝑙 = 𝐶+ → 𝜈𝐶+ 3 = 𝑒𝐶+ 𝐶 ∙ 𝑚𝑎𝑥𝑘 𝜈𝑘 2 ∙ 𝑎𝑘𝐶+ = 1 ∙ 0.011 = 0.0108836 (next page)

𝑙 = 𝐺+ → 𝜈𝐺+ 3 = 𝑒𝐺+ 𝐶 ∙ 𝑚𝑎𝑥𝑘 𝜈𝑘 2 ∙ 𝑎𝑘𝐺+ = 0 ∙ 𝑚𝑎𝑥𝑘 … = 0
𝑙 = 𝑇+ → 𝜈𝑇+ 3 = 𝑒𝑇+ 𝐶 ∙ 𝑚𝑎𝑥𝑘 𝜈𝑘 2 ∙ 𝑎𝑘𝑇+ = 0 ∙ 𝑚𝑎𝑥𝑘 … = 0
𝑙 = 𝐴− → 𝜈𝐴− 3 = 𝑒𝐴− 𝐶 ∙ 𝑚𝑎𝑥𝑘 𝜈𝑘 2 ∙ 𝑎𝑘𝐴− = 0 ∙ 𝑚𝑎𝑥𝑘 … = 0
𝑙 = 𝐶− → 𝜈𝐶− 3 = 𝑒𝐶− 𝐶 ∙ 𝑚𝑎𝑥𝑘 𝜈𝑘 2 ∙ 𝑎𝑘𝐶− = 1 ∙ 0.00244 = 0.00244244 (next page)

𝑙 = 𝐺− → 𝜈𝐺− 3 = 𝑒𝐺− 𝐶 ∙ 𝑚𝑎𝑥𝑘 𝜈𝑘 2 ∙ 𝑎𝑘𝐺− = 0 ∙ 𝑚𝑎𝑥𝑘 … = 0
𝑙 = 𝑇− → 𝜈𝑇− 3 = 𝑒𝑇− 𝐶 ∙ 𝑚𝑎𝑥𝑘 𝜈𝑘 2 ∙ 𝑎𝑘𝑇− = 0 ∙ 𝑚𝑎𝑥𝑘 … = 0

𝑘 runs through all  symbols (𝐴+, 𝐶+, 𝐺+, …) to find the maximum of the product

Uwe Menzel, 2011



𝑘 = 𝐴+, 𝐶+, 𝐺+, 𝑇+, 𝐴−, 𝐶−, 𝐺−, 𝑇−

Auxiliary calculation: 𝑚𝑎𝑥𝑘 𝜈𝑘 2 ∙ 𝑎𝑘𝐶+

𝑘 𝜈𝑘 2 ∙ 𝑎𝑘𝐶+ 𝜈𝑘 2 ∙ 𝑎𝑘𝐶+

𝐴+ 0 ∙ 𝑎𝐴+𝐶+ 0

𝐶+ 0 ∙ 𝑎𝐶+𝐶+ 0

𝐺+ 0.034 ∙ 𝑎𝐺+𝐶+ 0.0338 ∙ 0.322 = 0.0108836

𝑇+ 0 ∙ 𝑎𝑇+𝐶+ 0

𝐴− 0 ∙ 𝑎𝐴−𝐶+ 0

𝐶− 0 ∙ 𝑎𝐶−𝐶+ 0

𝐺− 0.01 ∙ 𝑎𝐺−𝐶+ 0.01 ∙ 0.0025 = 0.000025

𝑇− 0 ∙ 𝑎𝑇−𝐶+ 0

we had 𝜈𝐺+ 2 = 0.0338 and 𝜈𝐺− 2 = 0.01001 ; all other 𝜈𝑙 2 = 0

𝑚𝑎𝑥𝑘 𝜈𝑘 2 ∙ 𝑎𝑘𝐶+ = 0.0108836, by transition from 𝐺+to 𝐶+
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maximum =
transition 𝐺+𝐶+



𝑘 = 𝐴+, 𝐶+, 𝐺+, 𝑇+, 𝐴−, 𝐶−, 𝐺−, 𝑇−

Auxiliary calculation: 𝑚𝑎𝑥𝑘 𝜈𝑘 2 ∙ 𝑎𝑘𝐶−

𝑘 𝜈𝑘 2 ∙ 𝑎𝑘𝐶− 𝜈𝑘 2 ∙ 𝑎𝑘𝐶−

𝐴+ 0 ∙ 𝑎𝐴+𝐶− 0

𝐶+ 0 ∙ 𝑎𝐶+𝐶− 0

𝐺+ 0.034 ∙ 𝑎𝐺+𝐶− 0.034 ∙ 0.0125 = 0.000425

𝑇+ 0 ∙ 𝑎𝑇+𝐶− 0

𝐴− 0 ∙ 𝑎𝐴−𝐶− 0

𝐶− 0 ∙ 𝑎𝐶−𝐶− 0

𝐺− 0.01001 ∙ 𝑎𝐺−𝐶− 0.01001 ∙ 0.244 = 0.00244244

𝑇− 0 ∙ 𝑎𝑇−𝐶− 0

we had 𝜈𝐺+ 2 = 0.034 and 𝜈𝐺− 2 = 0.01 ; all other 𝜈𝑙 2 = 0

𝑚𝑎𝑥𝑘 𝜈𝑘 2 ∙ 𝑎𝑘𝐶− = 0.00244244, by switching from 𝐺− to 𝐶−
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maximum =
transition 𝐺−𝐶−



state 𝑙 start: 𝜈𝑙 0 𝜈𝒍(1) 𝜈𝒍(2) 𝜈𝒍(3)

ℬ 1 0 0 0

𝐴+ 0 0 0 0

𝐶+ 0 0.13 0 0.0109

𝐺+ 0 0 0.034 0

𝑇+ 0 0 0 0

𝐴− 0 0 0 0

𝐶− 0 0.13 0 0.00244

𝐺− 0 0 0.01 0

𝑇− 0 0 0 0

𝑥0 = ℬ (begin state) 
𝑥1 = 𝐶
𝑥2 = 𝐺
𝑥3 = 𝐶
𝑥4 = 𝐺

Observed sequence:  
C  G  C  G

Recursion: 𝜈𝑙 𝑖 = 𝑒𝑙 𝑥𝑖 ∙ 𝑚𝑎𝑥𝑘 𝜈𝑘 𝑖 − 1 ∙ 𝑎𝑘𝑙

𝑥0 = ℬ (begin state) ; 𝑥1 = 𝐶 ; 𝑥2 = 𝐺 ; 𝑥3 = 𝐶 ; 𝑥4 = 𝐺

Observed sequence: C  G  C  G

www.matstat.org

We had 𝜈𝐶+ 3 = 0.0108836 and𝜈𝐶− 3 = 0.00244244; all other 𝜈𝑙 3 = 0

arrows indicate the transition 
leading to maximum 𝜈𝑙 𝑖



Example from: Durbin et al. (ed.), Biological sequence analysis, Chapter 3

𝑖 = 4 → 𝜈𝑙 4 = 𝑒𝑙 𝑥4 ∙ 𝑚𝑎𝑥𝑘 𝜈𝑘 3 ∙ 𝑎𝑘𝑙 = 𝑒𝑙 𝐺 ∙ 𝑚𝑎𝑥𝑘 𝜈𝑘 3 ∙ 𝑎𝑘𝑙

o the indices 𝑘 and 𝑙 run through all states:  𝐴+, 𝐶+, 𝐺+, 𝑇+, 𝐴−, 𝐶−, 𝐺−, 𝑇−

o we had 𝜈𝐶+ 3 = 0.0108836 and𝜈𝐶− 3 = 0.00244244; all other 𝜈𝑙 3 = 0

Recursion: 𝜈𝑙 𝑖 = 𝑒𝑙 𝑥𝑖 ∙ 𝑚𝑎𝑥𝑘 𝜈𝑘 𝑖 − 1 ∙ 𝑎𝑘𝑙

𝑥0 = ℬ (begin state) ; 𝑥1 = 𝐶 ; 𝑥2 = 𝐺 ; 𝑥3 = 𝐶 ; 𝑥4 = 𝐺

Observed sequence: C  G  C  G

These results can be recorded in the next column of the table → 

𝑙 = 𝐴+ → 𝜈𝐴+ 4 = 𝑒𝐴+ 𝐺 ∙ 𝑚𝑎𝑥𝑘 𝜈𝑘 3 ∙ 𝑎𝑘𝐴+ = 0 ∙ 𝑚𝑎𝑥𝑘 … = 0
𝑙 = 𝐶+ → 𝜈𝐶+ 4 = 𝑒𝐶+ 𝐺 ∙ 𝑚𝑎𝑥𝑘 𝜈𝑘 3 ∙ 𝑎𝑘𝐶+ = 0 ∙ 𝑚𝑎𝑥𝑘 … = 0
𝑙 = 𝐺+ → 𝜈𝐺+ 4 = 𝑒𝐺+ 𝐺 ∙ 𝑚𝑎𝑥𝑘 𝜈𝑘 3 ∙ 𝑎𝑘𝐺+ = 1 ∙ 0.0028297 = 0.0028297 (next page)

𝑙 = 𝑇+ → 𝜈𝑇+ 4 = 𝑒𝑇+ 𝐺 ∙ 𝑚𝑎𝑥𝑘 𝜈𝑘 3 ∙ 𝑎𝑘𝑇+ = 0 ∙ 𝑚𝑎𝑥𝑘 … = 0
𝑙 = 𝐴− → 𝜈𝐴− 4 = 𝑒𝐴− 𝐺 ∙ 𝑚𝑎𝑥𝑘 𝜈𝑘 3 ∙ 𝑎𝑘𝐴− = 0 ∙ 𝑚𝑎𝑥𝑘 … = 0
𝑙 = 𝐶− → 𝜈𝐶− 4 = 𝑒𝐶− 𝐺 ∙ 𝑚𝑎𝑥𝑘 𝜈𝑘 3 ∙ 𝑎𝑘𝐶− = 0 ∙ 𝑚𝑎𝑥𝑘 … = 0
𝑙 = 𝐺− → 𝜈𝐺− 4 = 𝑒𝐺− 𝐺 ∙ 𝑚𝑎𝑥𝑘 𝜈𝑘 3 ∙ 𝑎𝑘𝐺− = 1 ∙ 1.88068 ∙ 10−4 = 1.88068 ∙ 10−4

𝑙 = 𝑇− → 𝜈𝑇− 4 = 𝑒𝑇− 𝐺 ∙ 𝑚𝑎𝑥𝑘 𝜈𝑘 3 ∙ 𝑎𝑘𝑇− = 0 ∙ 𝑚𝑎𝑥𝑘 … = 0

𝑘 runs through all  symbols (𝐴+, 𝐶+, 𝐺+, …) to find the maximum of the product

Uwe Menzel, 2011



𝑘 = 𝐴+, 𝐶+, 𝐺+, 𝑇+, 𝐴−, 𝐶−, 𝐺−, 𝑇−

Auxiliary calculation: 𝑚𝑎𝑥𝑘 𝜈𝑘 3 ∙ 𝑎𝑘𝐺+

𝑘 𝜈𝑘 3 ∙ 𝑎𝑘𝐺+ 𝜈𝑘 3 ∙ 𝑎𝑘𝐺+

𝐴+ 0 ∙ 𝑎𝐴+𝐺+ 0

𝐶+ 0.011 ∙ 𝑎𝐶+𝐺+ 0.0108836 ∙ 0.26 = 0.002829736

𝐺+ 0 ∙ 𝑎𝐺+𝐺+ 0

𝑇+ 0 ∙ 𝑎𝑇+𝐺+ 0

𝐴− 0 ∙ 𝑎𝐴−𝐺+ 0

𝐶− 0.00244 ∙ 𝑎𝐶−𝐺+ 0.00244244 ∙ 0.0025 = 6 ∙ 10−6

𝐺− 0 ∙ 𝑎𝐺−𝐺+ 0

𝑇− 0 ∙ 𝑎𝑇−𝐺+ 0

we had 𝜈𝐶+ 3 = 0.0108836 and𝜈𝐶− 3 = 0.00244244; all other 𝜈𝑙 3 = 0

𝑚𝑎𝑥𝑘 𝜈𝑘 3 ∙ 𝑎𝑘𝐺+ = 0.002829736 , by switching from 𝐶+ to 𝐺+
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maximum =
transition 𝐶+𝐺+



𝑘 = 𝐴+, 𝐶+, 𝐺+, 𝑇+, 𝐴−, 𝐶−, 𝐺−, 𝑇−

Auxiliary calculation: 𝑚𝑎𝑥𝑘 𝜈𝑘 3 ∙ 𝑎𝑘𝐺−

𝑘 𝜈𝑘 3 ∙ 𝑎𝑘𝐺− 𝜈𝑘 3 ∙ 𝑎𝑘𝐺−

𝐴+ 0 ∙ 𝑎𝐴+𝐺− 0

𝐶+ 0.011 ∙ 𝑎𝐶+𝐺− 0.011 ∙ 0.0125 = 1.375 ∙ 10−4

𝐺+ 0 ∙ 𝑎𝐺+𝐺− 0

𝑇+ 0 ∙ 𝑎𝑇+𝐺− 0

𝐴− 0 ∙ 𝑎𝐴−𝐺− 0

𝐶− 0.00244 ∙ 𝑎𝐶−𝐺− 0.00244244 ∙ 0.077
= 1.880679 ∙ 10−4

𝐺− 0 ∙ 𝑎𝐺−𝐺− 0

𝑇− 0 ∙ 𝑎𝑇−𝐺− 0

we had 𝜈𝐶+ 3 = 0.0108836 and𝜈𝐶− 3 = 0.00244244; all other 𝜈𝑙 3 = 0

𝑚𝑎𝑥𝑘 𝜈𝑘 3 ∙ 𝑎𝑘𝐺− = 1.88068 ∙ 10−4, by switching from 𝐶− to 𝐺−

Uwe Menzel, 2011

maximum =
transition 𝐶−𝐺−



state 𝑙 start: 𝜈𝑙 0 𝜈𝒍(1) 𝜈𝒍(2) 𝜈𝒍(3) 𝜈𝒍(4)

ℬ 1 0 0 0 0

𝐴+ 0 0 0 0 0

𝐶+ 0 0.13 0 0.011 0

𝐺+ 0 0 0.034 0 0.00283

𝑇+ 0 0 0 0 0

𝐴− 0 0 0 0 0

𝐶− 0 0.13 0 0.00244 0

𝐺− 0 0 0.01 0 1.88 ∙ 10−4

𝑇− 0 0 0 0 0

𝑥0 = ℬ (begin ) 
𝑥1 = 𝐶
𝑥2 = 𝐺
𝑥3 = 𝐶
𝑥4 = 𝐺

Observed:  
C  G  C  G

Recursion: 𝜈𝑙 𝑖 = 𝑒𝑙 𝑥𝑖 ∙ 𝑚𝑎𝑥𝑘 𝜈𝑘 𝑖 − 1 ∙ 𝑎𝑘𝑙

𝑥0 = ℬ (begin state) ; 𝑥1 = 𝐶 ; 𝑥2 = 𝐺 ; 𝑥3 = 𝐶 ; 𝑥4 = 𝐺

Observed sequence: C  G  C  G

We had 𝜈𝐺+ 4 = 0.0028297 and 𝜈𝐺− 4 = 1.8807 ∙ 10−4 ; all other 𝜈𝑙 4 = 0
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Viterby algorithm

The largest 𝜈𝒍(4), 0.00283, is the probability of the most probable chain.
Backtracking the state path leading to that chain identifies the path yielding to
maximum 𝑃 𝑥, 𝜋 . Here, we find the path ℬ 𝐶+𝐺+𝐶+𝐺+, only including “+”-
states → we found that the sequence originates from a CpG island.

state 𝑙 start: 𝜈𝑙 0 𝜈𝒍(1) 𝜈𝒍(2) 𝜈𝒍(3) 𝜈𝒍(4)

ℬ 1 0 0 0 0

𝐴+ 0 0 0 0 0

𝐶+ 0 0.13 0 0.011 0

𝐺+ 0 0 0.034 0 𝟎. 𝟎𝟎𝟐𝟖𝟑

𝑇+ 0 0 0 0 0

𝐴− 0 0 0 0 0

𝐶− 0 0.13 0 0.00244 0

𝐺− 0 0 0.01 0 1.88 ∙ 10−4

𝑇− 0 0 0 0 0

𝑥0 = ℬ (begin ) 
𝑥1 = 𝐶
𝑥2 = 𝐺
𝑥3 = 𝐶
𝑥4 = 𝐺

Observed:  
C  G  C  G

www.matstat.org



Viterby algorithm

Uwe Menzel, 2011

o the files trans_prob_HMM.Rdata and emission_prob_HMM.Rdata are linked on matstat.org

CpG island example

same result



a slightly changed function 
”viterbi2.R” shows also the details 
of the calculation

Viterby algorithm

Uwe Menzel, 2011



Viterby algorithm

Uwe Menzel, 2011

Dishonest Casino



MATLAB: Casino example!



MATLAB: Casino example!

Viterby algorithm



Viterby algorithm: Remarks

o Result: we have found that the whole sequence CGCG is within a CpG 
island 

o Method works for arbitrary long sequence and might then switch 
between long stretches of + and – states, i.e. between CpG islands and 
other genomic sequence 

o For long sequences, it is suggested to calculate the log-probability
instead of probability, in order to avoid underflow during computation. 
Products are replaced by sums when doing so. 

www.matstat.org



Trellis-Diagramm

i = 0

B

i = 1

x1

i = 2

x2

i = 3

x3

i = 4

x4

i = 5

…

B 1 - - - - -

π1 0

π2 0

π3 0

π4 0

π5 0
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